A A list of symbols used

Symbols

Norms
I lp ¢,-norm for sequences.
Il IIr Frobenius norm for matrices.
-l Spectral norm for matrices.
drv(-,-) Total variation distance between two distributions.
Sets
Snt The n-dimensional unit sphere
A1 Probability simplex of dimension n — 1.
A* (1) Set of n-dimensional left-stochastic matrices.
No = {0,1,2,...} Set of nonnegative integers.
Ny =£{1,2,3,...} Set, of strictly positive integers.
R £ (—o0, 00) Set of reals.
[n] ={1,2,...,n} Set of integers 1 through n.
Perm(n) All permutations of length n.
Asymptotics
f(n) =w(g(n)) Small-omega notation.

liminf, o f(n)/g(n) = o
f(n) =Q(g(n)) Big-omega notation.

liminf, o f(n)/g(n) >0
f(n) =0(g(n)) Big-o notation.

limsup,,_,.. f(n)/g(n) < o0
f(n) ~g(n) Asymptotic equivalence.

lim o £(n)/g(n) = 1
f(n) =o(g(n)) Little-o notation.

limsup,,_,.. f(n)/g(n) =0
X, = Qp(an) Omega-p notation.

VEEléa,NE : P[|Xn/an| < 65] < 5vn>NE
X, = Op(ay) Stochastic boundedness.

Vo3, P[22 2 6] < eV,
X, =p (an) Equivalence-p notation.

VeTs- sr v, PIO- <[ Xn/an| <6F]>1—eVnsn,
X, = op(an) Convergence in probability.

PHf—: > 6] = 0V5s0 & Vi3, | P[’f—: > 6] < eV,
“an absolute constant” A constant independent of n.
Block Markov Chain
n € Ny Number of states.
K eNy Number of clusters.
Vi,..., Vg C[n] 2V Clusters, and set of all states.

V= Ui;lvk, and V, NV, = (Z)Vaﬂ,
aq,...,ax €(0,1) Relative sizes of the clusters.

ag = lim, o0 |Vi|/n.
Qmin > 0, max Minimum and maximum relative sizes of the clusters.
o [n] — [K] Cluster assignment.
{X1}>0 Markov chain.
pe AKXE-D p e pAnx(n—1) Transition matrices.

Pry & o P =t L2 7 9] Vawey
n>1 Assumed separability constant.

E|1<7] : maXa,b,c{pb,a/pc,aapa,b/pa,c} < n
e A1 I e An! (Limiting) Equilibrium distribution.

IL, £ lim; o0 P[Xt = $] Veev

Tk £ limy, 00 ervk 11, vkG[K]
P* e An<(n—1) Time-reversed transition matrix.

pr & Leagy

zy — I, Y

0(P) € (0,00) Dobrushin’s ergodic coefficient.

5(P) £ %Supac,yev Zzev [Pz — Pyl
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Information bound
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L2 Pg[Xo0,X1,...,.X7]
Pp[Xo,X1,sX7]

I.(qllp)
L v(qllp)

Ia,b(aap)

0 < J(a,p) < I(a,p) < 0

Generic algorithm quantities
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Regime terminologies
“asymptotically accurate detection”
“asymptotically exact detection”
“dense regime”

“critical regime”

“sparse regime”

Spectral clustering algorithm
rcy

Nr
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Mixing time.

tmix(¢) £ min{t > 0 : sup,cy drv(PL L ID) < e}

We prove the second inequality, with cpix being an absolute constant.
Pseudo spectral gap.

A 1-A(P*)'PY)
Yps = MaXi>1 —

Probability of a sample path.

PP[XO = ZQy--- 7XT = J}T] & Hf:l Pzt717mt

Vertex chosen uniformly at random from two clusters.

V* L Unif(V, UVy),a.b € [K],a #b

Probability measure of the true model.

L.e., under P and cluster assignments Vi, ..., Vk.

Probability measure of the modified model.

I.e., under @) which is a perturbation of P constructed after the random
vertex V* was moved into its own cluster.

Set of all possible change-of-measure parameters.

Q = {(qr,0+ 90,k )k=0,....K € (0700)|QO,0 = U,Z{il qoy =1}

Sets of change-of-measure parameters leading to confusion between as-
signing to either cluster k&, I.

Q(k,1) = {q € Q|Ik(dllp) = Li(allp)} # 0, k # 1

Log-likelihood ratio.

Leading order coefficient in an asymptotic expansion of the log-
likelihood ratio.

I.(qllp) £ limy, o0 %EQ[LIO(V*) = (]

Deconditioned leading order coefficient in an asymptotic expanding of
the log-likelihood ratio.

Ia,b(qu) £ hmn%oo %]E‘II[L]

Separation between cluster a and b.

Tup(ep) £ 338, o (rapo s In Bt 4 oo In Jss ) 4 (22— 22 )
Information quantities.

J(a,p) £ ming minge gk, I, (qlp)

I(a,p) £ ming4p Lo p)a, p)

Observation length.

Sample path of our Markov chain.

Observation matrix.

Each entry contains the number of times the Markov chain jumped
from z to y, ie.,

Ny y £ tT:_o1 ]I[Xt =z, X1 = y] Ve yev

Approximated cluster assignments.

Permutation that minimizes the overlap between the true clusters and
a cluster assignment.

Set of misclassified vertices.

E LUK Vyore () \Vi

T
T ~ enlnn for some absolute constant ¢ > 0
w(n) =T =o(nlnn)

Truncated vertices.

This set is obtained from V by removing the |nexp (—(T/n)1n(T/n))]
states with the highest numbers of visits in the observed sample path
of length T.

Truncated observation matrix.

This matrix is obtained from N by setting all entries on the rows and
columns corresponding to setates not in I' to zero.

Singular value decomposition of Nr.

Singular values of Nr.

Best rank-K approximation of Nr.
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Cluster improvement algorithm
P, 7, &
uif (c)

HCV

Neighborhood.

N2 dy e VIR R BHIRL-RYB <

(5) " (m5)"™)

Iteratively constructed cluster centers.

Approximated BMC parameters.

Approximated difference between two log-likelihood functions.

ufl(e) & {05, (N, g pe + Nggo InBs) = 7o 2= |

"‘E7

Set of well-behaved vertices.
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